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Abstract

Electricity smart meters record consumption, on a near real-time basis, at the level of individual commercial and residential properties. From this, a hierarchy can be constructed consisting of time series of demand at the smart meter level, and at various levels of aggregation, such as substations, cities and regions. Forecasts are needed at each level to support the efficient and reliable management of consumption. A limitation of previous research in this area is that it considered mainly deterministic prediction. To enable improved decision-making, we introduce an algorithm for producing a probability density forecast for each series within a large-scale hierarchy. The resulting forecasts are coherent in the sense that the forecast distribution of each aggregate series is equal to the convolution of the forecast distributions of the corresponding disaggregate series. Our algorithm has the advantage of synthesizing information from different levels in the hierarchy through forecast combination. Distributional assumptions are not required, and dependencies between forecast distributions are imposed through the use of empirical copulas. Scalability to large hierarchies is enabled by decomposing the problem into multiple lower-dimension sub-problems. Results for UK electricity smart meter data and simulated data show performance gains for our method when compared to benchmarks. Supplementary materials for this article are available online.
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1 Introduction

Forecasts of electricity demand are needed for the efficient and secure management of power grids. Traditionally, the focus has been on forecasting the demand for the whole system. However, this is changing due to the increasing adoption of smart meters, which provide an accurate record of electricity consumption within intraday periods at the level of individual commercial and residential properties (Borenstein & Bushnell 2015). Along with detailed data regarding power generation, smart meters provide the basis of smart grids, which enable electricity consumption to be managed in a dynamic, efficient, reliable and sustainable way (Ramchurn et al. 2012, Mirowski et al. 2014). Demand forecasts are important for various levels of aggregation of the individual consumers. For example, grid management can benefit from the availability of predictions at the level of individuals, transformers, feeders, substations, balancing areas, cities, regions, and countries (Smith et al. 2010, Cho et al. 2013, Haben et al. 2014, Sun et al. 2016, López Cabrera & Schulz 2017). In this context, the forecasting problem involves a hierarchy of time series, with levels consisting of differing degrees of aggregation.

Forecasting a hierarchy of time series presents a number of challenges. First, the series at different levels of the hierarchy, corresponding to different degrees of aggregation, can exhibit notably different features. While smart meter data is characterized by intermittency, relatively high volatility, and skewness, aggregated series will naturally be more smoothly evolving, less skewed, and show clearer signs of seasonality and weather-dependency. These differences have implications for the choice of forecasting method to use at different levels of the hierarchy. Forecasts for the aggregates could be produced by simply summing forecasts of the corresponding series at the lower levels. However, this bottom-up approach generally delivers poor results (Hyndman et al. 2011). This links to a second significant challenge, which is the requirement that the forecast of each aggregated series should equal the sum of the forecasts of the corresponding disaggregated series, in order to support coherent decision-making at different levels of the hierarchy. This aggregation constraint is unlikely to be satisfied if the forecasts for each series in the hierarchy are produced independently. Lastly, in many applications, such as the smart meter context, the hierarchy can consist of thousands, or even millions, of time series at the bottom level, which has implications for the choice of forecasting method in terms of computational load.
Generating forecasts to support decision-making in a hierarchical structure is important in many other applications, such as retail (Kremer et al. 2016) and tourism (Wickramasuriya et al. 2018). Recently proposed methods involve two stages, with forecasts first produced independently for each series in the hierarchy, and then combined to enable a synthesis of available information, and to ensure compliance with the aggregation constraint (see, for example, van Erven & Cugliari 2015). A notable feature of the hierarchical forecasting literature is the lack of probabilistic prediction. This is a significant limitation, because optimal decision making, in a variety of applications, requires an assessment of forecast uncertainty (see, for example, Berrocal et al. 2010, Jeon & Taylor 2012). In the electricity demand context, probabilistic predictions of the total system load are used for stochastic unit commitment models, power supply planning, setting operating reserve, price forecasting, and electricity market trading (Hong et al. 2016). With regard to disaggregated load, probabilistic forecasts are used to ensure a balance between generation and consumption at regional (López Cabrera & Schulz 2017) and distributional levels (Sun et al. 2016). At the smart meter level, suppliers can use probabilistic forecasts to update pricing and incentive schemes for individual customers (Arora & Taylor 2016, Ben Taieb et al. 2016). An advantage of generating probabilistic forecasts for the entire hierarchy is that it allows the possibility of predictions for each series in the hierarchy to benefit from the information elsewhere in the hierarchy.

We introduce an approach for producing a probability density forecast for each series within a large-scale hierarchy. Our aim is probabilistic forecasts that are “aggregate coherent”; i.e., the forecast distribution of each aggregate series is equal to the convolution of the forecast distributions of the corresponding disaggregate series. Such forecasts naturally satisfy the aggregation constraints of the hierarchy. Our method allows different types of distributions, and accounts for dependencies to enable the computation of the predictive distribution of the aggregates. It proceeds by independently generating a density forecast for each series in the hierarchy. Then, a state-of-the-art hierarchical forecast combining method is applied to produce revised coherent mean forecasts. Samples are then taken from the densities. Drawing on the work of Arbenz et al. (2012) and Schefzik et al. (2013), a set of permutations, derived from empirical copulas, are applied to the multivariate samples to restore dependencies before computing the sums corresponding to the aggregates in the hierarchy. The result is aggregate coherent density forecasts for the entire hierarchy.

Our approach has four advantages. First, for every series in the hierarchy, a density forecast
is produced, and these together satisfy the coherency constraints. Second, each estimated density and dependency structure is the result of a synthesis of information from different levels of the hierarchy. Third, distributional assumptions are not required. Fourth, the problem is decomposed into lower-dimension sub-problems, enabling the approach to be scalable to large hierarchies.

Section 2 introduces the smart meter data that we analyze in this paper. Section 3 discusses hierarchical forecasting for the mean, while Section 4 presents our new approach to probabilistic hierarchical forecasting. For our smart meter data, Section 5 describes the forecasting methods that we implement for individual series in the hierarchy, and Section 6 presents forecasting results. Section 7 provides a simulation study, and Section 8 concludes the paper.

2 Smart Electricity Meter Data

Our empirical analysis involves time series of electricity consumption, recorded by smart meters at residential properties in Great Britain. The data was collected, along with geographic and demographic information, by four energy supply companies as part of a research project aimed at understanding domestic energy usage (AECOM Building Engineering 2014, AECOM 2011). Although more than 14000 series were available, for simplicity, we chose to avoid relatively short series with a lot of missing observations, and this led us to select data recorded at 1578 meters for the period of approximately 15 months from 20 April 2009 to 31 July 2010, inclusive. With the data recorded half-hourly, each series consisted of 22464 observations. In excluding short series with many missing observations, we were focusing on the sort of data that would be relevant to the existing hierarchical forecasting methods and our new proposals. For each series, we used the approximately 12 months up to 30 April 2010, for model estimation, and the final three calendar months for post-sample evaluation. Our interest is in predictions made each day from 23:30 for each half-hour of the next day, which implies 48 different lead times.

Using the geographical information, we constructed a hierarchy consisting of five levels. These levels corresponded to the NUTS (Nomenclature of Territorial Units) statistical regions of the United Kingdom, with the top level being the East Midlands region of England, and the second level being the counties within that region. The five levels had the following numbers of series: 1578 (Level 5, the bottom level), 40 (Level 4), 11 (Level 3), 3 (Level 2), and 1 (Level 1, the top
level). In total, therefore, the hierarchy consists of 1633 series, with 1578 in the bottom level and 55 aggregates in the other levels. The hierarchy’s architecture is summarized in Figure 1, where each node corresponds to one of the aggregates in Levels 1 to 4, and its size is in proportion to the number of smart meters aggregated from the bottom level. To reflect reality, we have allowed quite large variation in the number of smart meters making up the different aggregates. In the following, we use the terms ‘node’ and ‘series’ interchangeably.

In Figure 2, we present a one-week period for a series taken from each level of the hierarchy. The values on the left hand side of the figure indicate the number of smart meter series that have been summed to give each aggregated series. The series from the higher levels show daily and weekly patterns, which become increasingly evident with greater aggregation. For example, the intraday patterns for Saturday and Sunday can be seen to be similar to each other, but different to the weekdays, for the top level series and the series formed from the aggregation of the 150 series. However, this is much less clear in the three other series in Figure 2. Indeed, daily and weekly patterns are not so apparent in the series from the bottom level, which exhibits relatively volatile behavior, with occasional spikes. For the same five series, Figure 3 shows the intraday pattern for each day of the week, averaged over the full series. It is interesting to see from Figure 3 the existence of cyclical patterns in the daily profiles for the individual smart meter series. For this particular household, the average daily pattern varies little across the seven days of the week.
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Figure 1: The hierarchical structure of the electricity network, where the size of each node is proportional to the number of aggregated meters.
Figure 2: A one-week period of demand corresponding to different numbers of aggregated meters.

Figure 3: Intrady pattern for each day of the week and different numbers of aggregated meters.
3 Hierarchical Mean Electricity Demand Forecasting

In this section, we first introduce terminology and our notation relating to hierarchical forecasting. We then describe the method of Wickramasuriya et al. (2018), which has been introduced for mean hierarchical forecasting, but has the potential to be used for probabilistic hierarchical forecasting.

3.1 Hierarchical forecasting

Electricity consumption collected by smart meters, and the associated aggregated consumption form a multivariate time series with a hierarchical structure, also called a hierarchical time series. Building on the notation in Hyndman et al. (2016), we let $\mathbf{b}_t$ be an $m$-vector with the observations at time $t$ in the bottom level. Then, the $r$-vector with the observations at the different levels of aggregation is given by $\mathbf{a}_t = \mathbf{A} \mathbf{b}_t$ where the matrix $\mathbf{A} \in \{0, 1\}^{r \times m}$, and $t = 1, \ldots, T$. An entry of $\mathbf{A}$ is equal to 1 if the associated bottom-level observation is included in the aggregation. Finally, we let $\mathbf{y}_t = (\mathbf{a}_t, \mathbf{b}_t)'$ be an $n$-vector containing observations both at the bottom and aggregate levels, given by $\mathbf{y}_t = \mathbf{S} \mathbf{b}_t$, where $\mathbf{S} = [\mathbf{A}' \mathbf{I}_m] \in \{0, 1\}^{n \times m}$ and $\mathbf{I}_m$ is an identity matrix of order $m$. To avoid pathological hierarchies, we will assume that $m > 0$, $r > 0$ and $\sum_{j=1}^{r} s_{ij} > 1$ where $s_{ij}$ is the entry in the $i$th row and $j$th column of matrix $\mathbf{S}$. Figure 4 gives a small example with $m = 5$ bottom level series with $\mathbf{b}_t = (y_{aa,t}, y_{ab,t}, y_{ba,t}, y_{bb,t}, y_{bc,t})'$, and $r = 3$ aggregate series with $\mathbf{a}_t = (y_t, y_{a,t}, y_{b,t})'$.

![Figure 4: Example of a hierarchical time series.](image)

Given historical observations $\mathbf{y}_1, \ldots, \mathbf{y}_T$, forecasting the mean electricity consumption for each half-hour $h$ of the next day reduces to estimating the $h$ period-ahead conditional expectation:

$$
\mathbb{E}[\mathbf{y}_{T+h} | \mathbf{y}_1, \ldots, \mathbf{y}_T] = \mathbf{S} \mathbb{E}[\mathbf{b}_{T+h} | \mathbf{b}_1, \ldots, \mathbf{b}_T],
$$

where $h = 1, 2, \ldots, 48$. Recall that our interest is in predictions made each day from 23:30 for each
half-hour of the next day, implying 48 lead times.

A natural plug-in estimator for expression (1), known as bottom-up, is given by

$$\hat{y}_{T+h} = S\hat{b}_{T+h},$$

(2)

where \( \hat{b}_{T+h} = (\hat{b}_{1,T+h}, \ldots, \hat{b}_{m,T+h})' \), \( \hat{b}_{j,T+h} \) is an estimate of \( E[b_{j,T+h} | b_{j,1}, \ldots, b_{j,T}] \), and \( b_{j,t} \) denotes the \( j \)th variable of the vector \( b \), with \( j = 1, \ldots, m \). In other words, the mean forecasts for each aggregate node are computed by summing the mean forecasts of the associated bottom level series. This approach is computationally efficient since it only requires summing bottom level forecasts. However, the series at the most disaggregated level often have a low signal-to-noise ratio, which makes them hard to predict. Indeed, this is the case for our electricity consumption hierarchy. Therefore, summing bottom level forecasts is unlikely to provide good forecast accuracy at upper levels in the hierarchy (Hyndman et al. 2011).

Another approach, known as base, forecasts all nodes at all levels independently. More precisely, we compute

$$\hat{y}_{T+h} = (\hat{y}_{1,T+h}, \ldots, \hat{y}_{n,T+h})' = (\hat{a}_{T+h}' \hat{b}'_{T+h})'$$

(3)

where \( \hat{y}_{i,T+h} \) is an estimate of \( E[y_{i,T+h} | y_{i,1}, \ldots, y_{i,T}] \) and \( y_{i,t} \) denotes the \( i \)th variable of the vector \( y \), with \( i = 1, \ldots, n \). This approach provides flexibility since we can use different forecasting algorithms for each series and aggregation level. However, the base forecasts \( \hat{y}_{T+h} \) will generally not satisfy the aggregation constraints, i.e. \( \hat{a}_{T+h} = A\hat{b}_{T+h} \), with the constraint violations for each aggregate series at horizon \( h \) given by

$$\tilde{e}_{T+h} = \hat{a}_{T+h} - A\hat{b}_{T+h}.$$ 

(4)

The forecasts \( \hat{y}_{T+h} \) in expression (3) are mean coherent if \( \tilde{e}_{T+h} = 0 \), and are incoherent otherwise.

Since the optimal mean forecasts in expression (1) are coherent by definition, it seems sensible to impose the aggregation constraints when generating hierarchical mean forecasts. Furthermore, coherent forecasts will allow coherent decisions over the entire hierarchy.

Starting from a set of (probably incoherent) base forecasts \( \hat{y}_{T+h} \), Hyndman et al. (2011) pro-
poses the computation of revised coherent hierarchical forecasts of the following form:

$$\tilde{y}_{T+h} = S\hat{b}_{T+h} \text{ and } \hat{b}_{T+h} = P_h\tilde{y}_{T+h},$$

(5)

for some appropriately chosen matrix $P_h \in \mathbb{R}^{m \times n}$. In other words, forecasts are obtained by summing bottom level revised forecasts $\tilde{b}_{T+h}$, which have been computed by combining forecasts from all levels $\tilde{y}_{T+h}$. An advantage of the forecast in expression (5) is that it involves the combination of the forecasts from all levels of the hierarchy, applied through the weight matrix $P_h$. Furthermore, many hierarchical forecasting methods are represented as particular cases, including the bottom-up forecasts, for which $P_h = \begin{bmatrix} 0_{m \times r} | I_{m \times m} \end{bmatrix}$. Finally, the forecasts are coherent by construction.

3.2 The MinT approach to hierarchical forecasting

Instead of using an arbitrary weight matrix $P_h$, Wickramasuriya et al. (2018) propose the minimization of the sum of the error variances, and derive a closed-form expression, as in the following:

**Theorem 1.** (Adapted from Wickramasuriya et al. 2018) Let $\hat{\epsilon}_{t+h} = y_{t+h} - \hat{y}_{t+h}$ be the $h$ period-ahead base forecast errors for $t = 1, \ldots, T$, and $W_h = \mathbb{E}[\hat{\epsilon}_{t+h}\hat{\epsilon}'_{t+h}]$, the corresponding positive definite covariance matrix. Then, assuming unbiased base forecasts,

1. the covariance matrix of the $h$ period-ahead revised forecast errors is given by

$$\tilde{V}_h = \mathbb{V}[y_{t+h} - \tilde{y}_{t+h}] = SP_hW_hP'_{h}S',$$

(6)

2. the weight matrix $P_h$ of the unbiased revised forecasts, which minimizes the trace of $\tilde{V}_h$, is

$$P^*_h = \left(S'W_{h}^{-1}S\right)^{-1}S'W_{h}^{-1},$$

(7)

3. the revised forecasts of the mean are given by

$$\tilde{y}_{T+h} = SP^*_h\hat{y}_{T+h}.$$  

(8)

We refer to this method as MinT, as it involves the minimization of the trace. Computing the matrix $P^*_h$ in expression (7) requires the estimation of the possibly high-dimensional covariance
matrix $W_h$ or its inverse. However, since $W_h$ is hard to estimate for $h > 1$, we will assume $W_h \propto W_1$ (as in Wickramasuriya et al. [2018]). For $h = 1$, the sample covariance matrix is given by

$$
\hat{W}_1 = \frac{1}{T} \sum_{t=1}^{T} \hat{e}_t \hat{e}_t',
$$

where $\hat{e}_t$ are the residuals (the in-sample one-step forecast errors) from the base models applied to each node in the hierarchy. However, since electricity demand volatility varies with the time of day, we will allow $W_1$ to change for each half-hour $s$, $s = 1, \ldots, 48$; i.e. we compute

$$
\hat{W}_{1,s} = \sum_t \mathbb{I}\left\{ \left\lfloor t/48 \right\rfloor = s \right\} \hat{e}_{t} \hat{e}_t',
$$

where $\mathbb{I}\{\}$ is the indicator function, and $\lfloor \cdot \rfloor$ denotes the floor operator.

When $T = O(n)$, the sample covariance matrix is singular, and hence not invertible. Consequently, Wickramasuriya et al. (2018) proposed using either a diagonal estimate (ignoring all covariances), or a regularized estimate (shrinking the off-diagonal terms of the sample covariance estimate towards zero). We call these $\text{MinTDiag}$ and $\text{MinTShrink}$, respectively.

## 4 Hierarchical Probabilistic Electricity Demand Forecasting

In this section, we first introduce our definition for probabilistically coherent hierarchical forecasts. We then discuss how copulas provide a convenient framework to compute the distribution of the sum of random variables. Following that, we present a copula-based hierarchical probabilistic forecasting approach, and then describe how we implement an empirical copula through a set of permutations. Finally, we present our new hierarchical probabilistic forecasting algorithm.

### 4.1 Probabilistically coherent hierarchical forecasts

Let $y_{i,t}$ denote the $i$th variable of the vector $y$, with $i = 1, \ldots, n$. Recall that $n$ is the number of nodes in the hierarchy, and is, therefore, the number of time series that need predicting. Instead of estimating the conditional mean given in expression (1), we want to estimate, for each node in the hierarchy, the $h$ period-ahead conditional cumulative distribution function: $F_{i,T+h}(y \mid y_1, \ldots, y_T) =$
\( P(y_{i,T+h} \leq y \mid b_1, \ldots, b_T) \) for each half-hour \( h = 1, \ldots, 48 \).

Let \( \hat{F}_{b,T+h} \) be the joint predictive distribution for \( b_{T+h} \); \( \hat{F}_{a_j,T+h} \) the predictive distribution for \( a_{j,T+h} \); \( s_j \) the \( j \)th row vector of matrix \( S \), for \( j = 1, \ldots, r \); and let \( \equiv \) denote equality in distribution. When \( a_{j,T+h} \equiv s_j b_{T+h} \), we describe the forecasts as \textit{probabilistically coherent}. Note that if the forecasts are probabilistically coherent, they are also mean coherent.

It is possible to compute independently probabilistic base forecasts for each series: \( F_{i,T+h}(y \mid y_{i,1}, \ldots, y_{i,T}) = P(y_{i,T+h} \leq y \mid y_{i,1}, \ldots, y_{i,T}) \). However, producing a forecast for each node, using only historical observations for that node, does not exploit the possible dependencies between the time series for different nodes. Furthermore, the probabilistic forecasts will not necessarily be probabilistically coherent due to estimation errors and possible model differences.

The MinT method of Theorem 1 allows for both coherent mean forecasts \( \hat{y}_{T+h} \) given in expression (8), and the calculation of the associated forecast variances \( \hat{V}_h \) given in expression (6). Therefore, for the situation where the distribution is completely specified by its first two moments, it is possible to produce coherent probabilistic forecasts. In the case of electricity demand, forecast distributions tend to be highly skewed, and so one option is to assume a log-normal distribution, as this is completely specified by its first two moments. In this paper, we avoid distributional assumptions, as we do not want to restrict the choice of forecasting method used for any individual series. Our proposal uses a bottom-up approach based on Monte Carlo sampling of the bottom level predictive distributions. We use the MinT approach to adjust the mean of each of the bottom level distributions, and then account for dependencies using empirical copulas \( \text{[Ruschendorf 2009]} \).

### 4.2 Copula-based distribution of sums of random variables

Since each aggregate node is the sum of a subset of bottom level nodes, computing bottom-up predictive distributions reduces to computing the distribution of sums of random variables. Let us first focus on a simple hierarchy with \( d \) bottom level nodes and one aggregate node, and only consider unconditional distributions. Let \( X = (X_1, \ldots, X_d) \) be a random vector with continuous marginals \( F_i \), and joint distribution \( F \). The distribution of \( Z = \sum_{i=1}^d X_i \) at value \( z \) is given by

\[
F_Z(z) = \int_{\mathbb{R}^d} \mathbb{1} \{ x_1 + \cdots + x_d \leq z \} \ dF(x_1, \ldots, x_d),
\]  

(9)
where \((x_1, \ldots, x_d) \in \mathbb{R}^d\). Clearly, computing the distribution of the sum requires the joint distribution. In our application, the bottom level marginal predictive distributions \(\hat{F}_i\) are available. To take advantage of this, instead of directly estimating the joint distribution \(F\), it seems appealing to employ a forecasting algorithm that uses the predictive marginals \(\hat{F}_i\) to estimate the joint distribution \(F\). A natural and convenient framework to enable this is provided by copulas (Nelsen 2007).

Copulas originate from Sklar’s theorem (Sklar 1959), which states that for any continuous distribution function \(F\) with marginals \(F_1, \ldots, F_d\), there exists a unique “copula” function \(C : [0, 1]^d \rightarrow [0, 1]\) such that \(F\) can be written as \(F(x_1, \ldots, x_d) = C(F_1(x_1), \ldots, F_d(x_d))\). This allows us to decouple the computation of the marginal predictive distributions from the computation of the dependence structure. Since we are interested in multivariate forecasting, we will need a version of Sklar’s theorem for conditional distributions proposed by Patton (2006). Given some information set \(\mathcal{F}_{t-1}\), if \(y_t | \mathcal{F}_{t-1} \sim F(\cdot | \mathcal{F}_{t-1})\) with \(y_{i,t} | \mathcal{F}_{t-1} \sim F_i(\cdot | \mathcal{F}_{t-1}), i = 1, \ldots, d\), then

\[
F(y | \mathcal{F}_{t-1}) = C(F_1(y_1 | \mathcal{F}_{t-1}), \ldots, F_n(y_d | \mathcal{F}_{t-1}) | \mathcal{F}_{t-1}).
\] (10)

In the following, we will omit the conditioning variables in order to simplify the notations.

### 4.3 A copula-based bottom-up procedure

Consider the hierarchy of Figure 4. If we compute the marginals for all bottom level nodes, i.e. \(\hat{F}_{aa,t}, \hat{F}_{ab,t}, \hat{F}_{ba,t}, \hat{F}_{bb,t}, \hat{F}_{bc,t}\) and the associated five-dimensional copula \(\hat{C}\), then the joint distribution \(\hat{F}\) can be computed using expression (10).

Although it is convenient to decouple the computation of the marginals from the computation of the dependence function, it is still challenging to specify a \(d\)-dimensional copula when \(d\) is large, which is indeed the case in our application where \(d\) is the number of households. Furthermore, with highly disaggregated time series data, the bottom level series often have a small signal-to-noise ratio making it difficult to estimate the dependence structure between the series.

However, since we are only interested in specific aggregations, we can avoid explicitly modeling the (often) high-dimensional copula that describes the dependence between all bottom level nodes. Similar to Arbenz et al. (2012), we decompose the problem into the estimation of multiple lower-dimensional copulas for all child nodes of each aggregate node (i.e. the nodes directly
connected to the aggregate node), and compute the sum distribution in a hierarchical manner.

For the example in Figure 4, the following procedure allows us to compute the distributions of all aggregates in a hierarchical manner:

1. Compute $\hat{F}_{a,t}(\cdot)$ using $\hat{C}_1(\hat{F}_{aa,t}(\cdot), \hat{F}_{ab,t}(\cdot))$.
2. Compute $\hat{F}_{b,t}(\cdot)$ using $\hat{C}_2(\hat{F}_{ba,t}(\cdot), \hat{F}_{bb,t}(\cdot), \hat{F}_{bc,t}(\cdot))$.
3. Compute $\hat{F}_{t}(\cdot)$ using $\hat{C}_3(\hat{F}_{a,t}(\cdot), \hat{F}_{b,t}(\cdot))$.

Instead of computing a five-dimensional copula $\hat{C}$ for all bottom level nodes in Figure 4, the hierarchical procedure uses three lower-dimensional copulas $\hat{C}_1$, $\hat{C}_2$ and $\hat{C}_3$ for $(y_{aa,t}, y_{ab,t})$, $(y_{ba,t}, y_{bb,t}, y_{bc,t})$ and $(y_{a,t}, y_{b,t})$, respectively. Furthermore, by contrast with a simple bottom-up procedure, which uses information from only the bottom level, our approach conditions on information at multiple levels, which can be beneficial, as the series at the higher levels are smoother, and easier to model.

### 4.4 Empirical copulas and permutations

With the exception of some special cases where the distribution of the sum in expression (9) can be computed analytically, we would typically resort to Monte Carlo simulation (Gijbels & Herrmann 2014). Suppose we have samples $x_i^k \sim F_i$, and $u_k = (u_1^k, \ldots, u_d^k) \sim C$ with $i = 1, \ldots, d$ and $k = 1, \ldots, K$, then we can compute the empirical marginals

$$\hat{F}_i(x) = \frac{1}{K} \sum_{k=1}^{K} \mathbb{I}\{x_i^k \leq x\},$$

and the empirical copula

$$\hat{C}(u) = \frac{1}{K} \sum_{k=1}^{K} \mathbb{I}\left\{ \frac{\text{rk}(u_1^k)}{K} \leq u_1, \ldots, \frac{\text{rk}(u_d^k)}{K} \leq u_d \right\},$$

for $u = (u_1, \ldots, u_d) \in [0, 1]^d$, where $\text{rk}(u_i^k)$ is the rank of $u_i^k$ within the set $\{u_1^k, \ldots, u_K^k\}$. Then, by Sklar’s theorem, the joint distribution can be computed using expression (10).

The procedure of applying empirical copulas to empirical marginals is convenient since it can be efficiently represented in terms of sample reordering. Indeed, this can be seen by rewriting expression (10) using expression (11), and by exploiting the fact that $\hat{F}_i^{-1}(k/K) = x_i^{(k)}$ where $x_i^{(k)}$ denotes the order statistics of $\{x_1^i, \ldots, x_K^i\}$. In other words, the order statistics $u_i^{(1)}, \ldots, u_i^{(K)}$ of
the samples \( u_1^{'}, \ldots, u_K^{'} \) induce a permutation \( p_i \) of the integers \( \{1, 2, \ldots, K\} \), defined by \( p_i(k) = \text{rk}(u_k^{'}) \) for \( k = 1, \ldots, K \), where a permutation denotes a bijective mapping from \( \{1, 2, \ldots, K\} \) to \( \{1, 2, \ldots, K\} \). If we apply the permutations to each independent marginal sample \( \{x_1^{'}, \ldots, x_K^{'}\} \), the reordered samples inherit the multivariate rank dependence structure from the copula \( \hat{C} \).

Introducing a dependence structure into originally independent marginal samples goes back to Iman & Conover (1982) who considered the special case of normal copulas. Under appropriate regularity conditions, Mainik (2015) showed that the estimate of the distribution of the sum, computed using the reordering procedure, is strongly uniformly consistent with convergence rate \( \mathcal{O}(T^{-1/2}) \) where \( T \) is the sample size. The use of a sample reordering procedure to specify multivariate dependence structure has been considered in Arbenz et al. (2012) for high-dimensional risk aggregation, and by Schefzik et al. (2013) with applications to weather forecasting.

### 4.5 An algorithm for hierarchical probabilistic forecasting

In this section, we present the different steps of our algorithm, which produces probabilistic forecasts for a hierarchy with \( n \) series for lead times from one to \( H \) steps ahead.

Our algorithm generates random samples for all nodes in the hierarchy by applying a hierarchical reordering procedure on independent samples from all bottom-level nodes as explained in Section 4.3 and 4.4. Finally, a mean forecast combination is applied using the MinT method described in Section 3.2. The different steps of our algorithm are given below.

1. For each series \( i = 1, \ldots, n \), fit the base model and compute the in-sample base predictive distribution \( \hat{F}_{i,t} \) for \( t = 1, \ldots, T \). Then, compute \( u_{i,t} = \hat{F}_{i,t}(y_{i,t}) \) and define the permutations \( p_i(t) = \text{rk}(u_{i,t}) \) as explained in Section 4.4, where \( \text{rk}(u_{i,t}) \) is the rank of \( u_{i,t} \) within the set \( \{u_{i,1}, \ldots, u_{i,T}\} \). Note that it is possible to allow the copula (and the associated permutations) to vary for each half-hour. However, we did not find this beneficial, and this can be explained by the fact that we are already conditioning by half-hour for the marginals.

2. Let \( \hat{y}_t = (\hat{y}_{1,t}, \ldots, \hat{y}_{n,t})' \), where \( \hat{y}_{i,t} \) is the mean of the in-sample base predictive distribution \( \hat{F}_{i,t} \). Compute the covariance matrix \( \hat{W}_1 \) of the base forecast errors \( \hat{\varepsilon}_t = y_t - \hat{y}_t \) as explained in Section 3.2, and compute the MinT combination weight matrix \( \hat{P}_h \) given by expression (7).
3. For each series \( i = 1, \ldots, n \) and each horizon \( h = 1, \ldots, H \), compute an \( h \) period-ahead post-sample base predictive distribution \( \hat{F}_{i,T+h} \). Compute the revised mean forecasts \( \hat{y}_{T+h} = S \hat{P}_h \hat{y}_{T+h} \), where \( \hat{P}_h \) has been previously computed using the MinT approach in step 2 and \( \hat{y}_{T+h} = (\hat{y}_{1,T+h}, \ldots, \hat{y}_{n,T+h})' \), where \( \hat{y}_{i,T+h} \) is the post-sample base predictive mean of \( y_{i,T+h} \).

4. For each bottom level node \( i = r + 1, \ldots, n \), produce a sample of size \( K \), \( x^i_1, \ldots, x^i_K \), with

\[
x^i_k = \hat{F}^{-1}_{i,T+h}(\tau_k),
\]

where

\[
\hat{F}^{-1}_{i,T+h}(\tau_k) = \hat{F}^{-1}_{i,T+h}(\tau_k) - \hat{y}_{i,T+h} + \bar{y}_{i,T+h}, \tag{13}
\]

\( \tau_k \sim U(0,1) \) and \( k = 1, \ldots, K \). In other words, \( x^i_1, \ldots, x^i_K \) is a sample from the base predictive distribution \( \hat{F}_{i,T+h} \) with revised predictive mean \( \bar{y}_{i,T+h} \).

5. For each aggregate node \( i = 1, \ldots, r \), produce a sample of size \( K \), \( x^i_1, \ldots, x^i_K \), by recursively computing

\[
x^i_k = x^{c(i,1)}_{(p_{c(i,1)}(k))} + \cdots + x^{c(i,n_i)}_{(p_{c(i,n_i)}(k))}, \tag{14}
\]

where \( c(i,j) \) is the \( j \)th child node of the aggregate node \( i \), where \( j = 1, \ldots, n_i \), and \( x^i_{(k)} \) denotes the \( k \)th order statistic of \( \{x^i_1, \ldots, x^i_K\} \), i.e. \( x^i_{(1)} \leq \cdots \leq x^i_{(K)} \). In other words, in expression (14), for each aggregate node, we first apply the permutations computed in step 1 to the independent samples of the child nodes generated using expression (12). A sample for the aggregate node is then obtained by summing the permuted samples.

Note that we have used the \( T \) historical observations to compute the permutations in step 1. When \( K \neq T \), in order to apply the permutations to the independent sample of size \( K \), we can generate a bootstrap sample from the \( T \) permutations. If a parametric copula is fitted, we can generate a sample of size \( K \) from the estimated copula.

Compared to a simple bottom-up approach, which uses information from only the bottom level, our algorithm synthesizes information from multiple levels. In particular, we apply the MinT approach to revise the mean forecasts, which allows us to take advantage of more accurate forecasts of the mean at higher levels. Furthermore, we estimate the permutations at different aggregate levels,
which allows us to benefit from better estimation since the series are smoother, and hence easier to model. Finally, compared to MinT, our approach does not require distributional assumptions.

5 Forecasting Individual Electricity Demand Series

The first step of our proposed hierarchical probabilistic forecasting algorithm involves independently generating density forecasts for each series in the hierarchy. In this section, we present the density forecasting methods that we applied to each individual series. In the hierarchical forecasting context, these are termed the base forecasting methods. In choosing methods to use for the base forecasts, we draw on the literature on forecasting electricity consumption. We do not develop new methods for base forecasting, because our contribution in this paper relates to the different problem of converting any set of base forecasts into a hierarchy of potentially more accurate forecasts that are probabilistically coherent.

Hong et al. (2016) describe how there are many different approaches available for probabilistic forecasting of the total electricity demand on a transmission system. For day-ahead prediction, a weather-based model is typically used (see, for example, Cottet & Smith 2003, Smith et al. 2010, Cho et al. 2013). For shorter lead times, univariate time series models have been proposed (see, for example, De Livera et al. 2011), and from these, density forecasting is straightforward. This contrasts with weather-based models, for which the generation of probabilistic demand forecasts requires density forecasts for the weather variables (Taylor & Buizza 2002). As our focus is on large-scale hierarchical forecasting, rather than the modeling of individual time series, for simplicity, we use univariate methods. Because the series in the bottom level of the hierarchy exhibit different features to the aggregate series, we use different forecasting methods for each.

5.1 Forecasting bottom level series

For our smart meter series, the non-Gaussian behavior and lack of clear autoregressive structure (see, for example, Figure 2) motivates a nonparametric approach to density forecasting. This is supported by the results of Arora & Taylor (2016), who found that, for residential smart meter series, several kernel density estimation (KDE) approaches outperformed exponential smoothing. We implemented the best performing of those KDE approaches (see Section 3.7 of Arora & Taylor...
2016) for our smart meter series, which constitute the bottom level of our hierarchy.

This KDE approach has the appeal of simplicity, which is important because, in a smart meter application, it would typically need to be applied within an automated procedure. The approach treats the five weekdays as identical, and applies KDE separately to the 48 half-hours of the day. It treats Saturday and Sunday as different, and again performs KDE separately for each period of the day. The days of the week are, therefore, categorized into three different day types. Using historical observations $y_1, \ldots, y_T$, the predictive density at value $y$ for period $T+h$ is expressed as:

$$\hat{f}_{T+h}(y) = \frac{\sum_{t \in S_{T+h}} \lambda \lfloor (T-t)/336 \rfloor K_b(y_t - y)}{\sum_{t \in S_{T+h}} \lambda \lfloor (T-t)/336 \rfloor},$$

where $K_b(.) = K(. / b) / b$ denotes a kernel function with bandwidth $b$; $S_{T+h}$ is the set of past periods that fall on the same period of the day and the same day type as period $T+h$; and $\lambda$ (0 ≤ $\lambda$ ≤ 1) is a decay parameter. The decay is imposed in steps of size 336, which is the number of half-hours in a week. This ensures that observations from the same week are given equal weighting. For each day in our post-sample period, we implemented the KDE using the previous 3 months of data.

For each series, we selected $b$ and $\lambda$ by minimizing the continuous ranked probability score (CRPS) (see, for example, Gneiting et al. 2007) for a cross-validation period consisting of the one month immediately prior to our post-sample period. In using cross-validation, we are adopting a data-driven approach to KDE parameter optimization (see, for example, Hall et al. 2004), rather than a rule-based approach. Since we used a Gaussian kernel function $K$, we computed the CRPS using the closed-form expression for a mixture of Gaussians (see Grimit et al. 2006). We are not aware of the previous use of this expression for KDE. The selected values of $b$ and $\lambda$ tended to be quite small, indicating little kernel smoothing and fast decay.

5.2 Forecasting aggregated series

The autocorrelation in the time series of the aggregates (see, for example, Figure 2) motivates the use of a time series model, rather than KDE. For the modeling of the total demand on a transmission system, De Livera et al. (2011) generalize the HWT exponential smoothing model of Taylor (2010, Section 3.1), which models the intraday and intraweek cycles in intraday data, and incorporates an
autoregressive model for the residuals. We chose to use this model for the aggregates, rather than the models of De Livera et al. (2011), as these require a selection procedure, which is challenging in our context, where the chosen method must be applied in an automated fashion to many series.

Let $y_1, \ldots, y_T$ be one of the aggregate series in the hierarchy. The HWT exponential smoothing model is given by the following expressions:

$$
y_t = \ell_{t-1} + d_{t-48} + w_{t-336} + r_t, \quad \text{(15)}$$
$$
\ell_t = \ell_{t-1} + \alpha r_t, \quad \text{(16)}$$
$$
d_t = d_{t-1} + \delta r_t, \quad \text{(17)}$$
$$
w_t = w_{t-1} + \omega r_t, \quad \text{(18)}$$
$$
r_t = \phi r_{t-1} + \epsilon_t, \quad \text{(19)}$$

where $\ell_t$ is the smoothed level; $d_t$ is the seasonal index for the intraday pattern; $w_t$ is the seasonal index for the intraweek pattern that remains after the intraday pattern has been removed; $\alpha$, $\delta$ and $\omega$ are smoothing parameters; $r_t$ is a residual term that is modeled as a first order autoregressive process with parameter $\phi$; and $\epsilon_t$ is a random noise term with mean zero and finite variance.

We estimated the initial smoothed values for the level and seasonal components of each series by averaging the observations from the first three weeks of data. For each series, we optimized the parameters by minimizing the sum of squared one step-ahead forecast errors for the first 12 months of data. Table 1 presents the optimized parameter values for the four series of aggregates considered in Figures 2 and 3. These values are similar to those found in previous applications of the model to electricity load (see, for example, Taylor & McSharry 2012), with relatively small values of $\alpha$ and relatively high values of $\phi$.

An expression for the forecast of the mean is given by [Taylor (2010)]. We constructed density forecasts using bootstrapping based on the in-sample one step-ahead forecast errors $\{\hat{\epsilon}_1, \ldots, \hat{\epsilon}_T\}$. The bootstrapping proceeded by randomly sampling 48 times from this set of forecast errors. We treat these values as one step-ahead forecast errors for each of the next 48 periods. We express the values as $\{\hat{\epsilon}_{T+1}^{(b)}, \ldots, \hat{\epsilon}_{T+48}^{(b)}\}$, and refer to this as the $b$th bootstrapped sample, with $b = 1, \ldots, B$. Using this sample and the estimated parameters $\hat{\alpha}$, $\hat{\delta}$, $\hat{\omega}$, $\hat{\phi}$ in the model of expressions (15)-(19), we compute a sample path $\{y_{T+1}^{(b)}, \ldots, y_{T+48}^{(b)}\}$. We repeat this $B=5000$ times. The empirical
Table 1: Parameters of the exponential smoothing method at different levels of aggregation.

<table>
<thead>
<tr>
<th>Number of aggregated meters</th>
<th>1578</th>
<th>150</th>
<th>30</th>
<th>10</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\alpha$</td>
<td>0.007</td>
<td>0.019</td>
<td>0.012</td>
<td>0.017</td>
</tr>
<tr>
<td>$\delta$</td>
<td>0.209</td>
<td>0.113</td>
<td>0.083</td>
<td>0.060</td>
</tr>
<tr>
<td>$\omega$</td>
<td>0.187</td>
<td>0.090</td>
<td>0.081</td>
<td>0.081</td>
</tr>
<tr>
<td>$\phi$</td>
<td>0.863</td>
<td>0.597</td>
<td>0.554</td>
<td>0.398</td>
</tr>
</tbody>
</table>

distribution of $\{y^{(1)}_{T+h}, \ldots, y^{(B)}_{T+h}\}$ is then used as the predictive distribution for $y_{T+h}$ for each lead time $h = 1, \ldots, 48$.

The first of the two plots in Figure 5 shows forecasts of the mean, and 50% and 95% prediction intervals produced using the exponential smoothing method for the aggregated series at the top of the hierarchy. The forecasts were produced from the end of the estimation sample of 12 months, for lead times from one half-hour up to 24 hours ahead. In Figure 5, the coverage rates of the 50% and 90% intervals are 48% and 94%, respectively. The second of the plots in Figure 5 shows forecasts of the mean and prediction intervals for the KDE approach for one individual smart meter series. In this figure, the coverage rates of the 50% and 90% intervals are 44% and 83%, respectively.

The simplest approach to hierarchical forecasting is to produce forecasts independently for each node of the hierarchy. In Section 3.1 in relation to expression (3), we referred to these as the base forecasts, and we discussed how they are unlikely to satisfy the aggregation constraint. This is illustrated by Figure 6, which shows boxplots of the resulting base forecast coherency errors, defined in expression (4), computed for each period of the day using the 92-day post-sample period. The two panels correspond to two of the aggregate series considered in Figures 2 and 3. As these are aggregate series, we used the exponential smoothing method to produce forecasts. Naturally, we can see that the magnitude of the coherency errors increases with the amount of aggregation. We can also see that the sum of the bottom level forecasts tends to be higher than the base aggregate forecasts, especially during the second peak of the day around 19:30.
Figure 5: One day ahead probabilistic forecasts for the top aggregated series and one smart meter series, using the exponential smoothing and KDE method, respectively. The central line indicates the forecasts of the mean, and the shaded regions show 50% and 95% prediction intervals.

Figure 6: Boxplots of coherency errors for the base forecasts of two aggregated series.

6 Empirical Study of Smart Meter Data

In this section, we empirically evaluate mean and probabilistic hierarchical forecasts. We first describe the evaluation measures that we use, and list the forecasting methods in our study.

6.1 Evaluation measures

To evaluate predictive distributions, we use the CRPS, which is a proper scoring rule, i.e. the score is maximized when the true distribution is reported (Gneiting et al. 2007). The log score is another popular proper score for density forecasts. However, the log score can be difficult to compute, and this was the case in our work, where we generate distributional forecasts for continuous variables from simulated values. As a discrete density is produced, the log score cannot be computed for future outcomes (almost surely). A general concern with the log score is that it takes large values for low-probability events, meaning that it is sensitive to outliers, leading Gneiting et al. (2007) to
conclude that the CRPS is an attractive alternative.

We also use the weighted form of the CRPS, which allows more emphasis to be put on probability levels of greater interest (Gneiting & Ranjan 2011). Given an \( h \) period-ahead predictive distribution \( \hat{F}_{t+h} \) and an observation \( y_{t+h} \), the quantile-weighted version of the CRPS is

\[
\text{CRPS}(\hat{F}_{t+h}, y_{t+h}) = \int_0^1 v(\tau) \text{QS}_\tau (\hat{F}_{t+h}(\tau), y_{t+h}) \, d\tau, \tag{20}
\]

where \( v(\tau) \) is a non-negative weight function on the unit interval, and \( \text{QS}_\tau \) is the quantile score at probability level \( \tau \), defined as

\[
\text{QS}_\tau (\hat{F}_{t+h}(\tau), y_{t+h}) = 2 \left( \mathbb{I} \{ y_{t+h} \leq \hat{F}_{t+h}^{-1}(\tau) \} - \tau \right) \left( \hat{F}_{t+h}^{-1}(\tau) - y_{t+h} \right).
\]

When closed-form expressions for the evaluation of expression (20) are not available, a discretized approximate version can be computed to any degree of accuracy. In our use of the weighted CRPS, we set \( v(\tau) = (2\tau - 1)^2 \), which gives more weight to the tails of the distribution.

We averaged the CRPS across the 92 days in our post-sample period. Although our main focus is probabilistic forecasting, we also evaluate forecasts of the mean. For this, we use the root mean squared error (RMSE), as this is a proper scoring rule for the mean (Gneiting 2011).

For conciseness, when presenting the results, we report the average of the scores for the periods of the day split into three eight-hour intervals. For ease of comparison, we present skill scores. These measure the performance relative to a reference method. In our application, a natural reference is the base forecasts, which are produced independently for each series in the hierarchy. For each method, to calculate the skill score, we compute the ratio of the score to that of the base forecasts, then subtract this ratio from one, and multiply the result by 100. The skill score, therefore, conveys the percentage by which a method’s score is superior to the score of the reference method.

### 6.2 Forecasting methods

For each half-hour of each of the 92 days in our post-sample period, we made predictions from 23:30 of the previous day. This implies 48 different lead times. We computed predictive distributions using the following seven methods:
1. BASE - We independently produce predictive distributions for each node in the hierarchy. For each bottom level series, we use the KDE method described in Section 5.1 and for each aggregate series, we use the exponential smoothing model of Section 5.2. This BASE method is used as the reference in the calculation of the skill scores.

2. LogN-MinTDiag - Forecasts of the means and variances for each node are computed using the MinT expressions (8) and (6), respectively. A diagonal covariance matrix $W_h$ is used within the method, which led us to label this method MinTDiag in Section 3.2. Forecasts of the probability distributions are produced by assuming log-normality.

3. LogN-MinTShrink - This is identical to LogN-MinTDiag, except that a shrinken covariance matrix $W_h$ is used within the MinT method. We referred to this version of the MinT method as MinTShrink in Section 3.2.

4. IndepBU-NoMinT - In this bottom-up approach, we compute the aggregate forecasts by Monte Carlo simulation. Predictive distributions for the aggregates are generated from the sum of independently sampled values of the predictive distributions, produced by the BASE method, for the bottom level nodes.

5. IndepBU-MinTShrink - This is identical to IndepBU-NoMinT, except that, prior to the Monte Carlo simulation, the MinTShrink method is used to revise the predictive distributions produced by the BASE method for the nodes in the bottom level.

6. DepBU-NoMinT - In this bottom-up approach, we impose dependency on the IndepBU-NoMinT method. Simulation is again used. We compute the aggregate forecasts by summing permuted independently sampled values from the predictive distributions, produced by the BASE method, for the bottom level nodes. In other words, we use our algorithm of Section 4.5 with $\tilde{F}_{i,T+h} = \hat{F}_{i,T+h}$ in expression (13). Note that the predictive means are equal for IndepBU-NoMinT and DepBU-NoMinT. This is because they reduce to simple bottom-up mean forecasts, given by expression (2).

7. DepBU-MinTShrink - This is identical to DepBU-NoMinT, except that, in an initial step, the MinTShrink method is used to revise the predictive distributions produced by the BASE method for the nodes in the bottom level.
Although previous literature has not considered any of these seven methods for probabilistic hierarchical forecasting, we should acknowledge that the BASE method is a simple benchmark, and that the methods involving MinTDiag and MinTShrink are founded on the work of Wickramasuriya et al. (2018), who consider hierarchical forecasting for the mean. The BASE method is typically neither mean or probabilistically coherent, and the MinT approaches require a distributional assumption. These issues motivate our use of a bottom-up approach based on Monte Carlo simulation, and we include four of these in our empirical study. While the IndepBU-NoMinT method can also be considered as a relatively simple benchmark, the IndepBU-MinTShrink method is more novel and sophisticated, with our aim being to incorporate, within a simple bottom-up approach, the MinT approach to hierarchical forecasting of the mean. However, it is important to note that our main methodological contribution is the DepBU-MinTShrink method, which is the algorithm described in Section 4.5. A simplified version of this is DepBU-NoMinT, which is also new.

6.3 Hierarchical mean forecasting

For different times of the day, Figure 7 presents the RMSE values and Figure 8 shows RMSE skill scores of different methods for aggregates constructed from different numbers of meters. As we mentioned in the previous section, mean forecasts are the same from IndepBU-NoMinT and DepBU-NoMinT, and so we use the simple label NoMinT for the results of these methods in Figures 7 and 8. Similarly, the mean forecasts from LogN-MinTShrink, IndepBU-MinTShrink and DepBU-MinTShrink are the same, and so we use the label MinTShrink for these methods. The label MinTDiag refers to the mean forecasts from LogN-MinTDiag.

Figure 7: RMSE at different periods of the day for aggregates of different numbers of meters.
For NoMinT, Figure 8 shows negative skill scores at both intermediate and large aggregations, and this is consistent across different time periods. In other words, aggregate forecasts obtained by simply summing the smart meter (bottom level) forecasts are poor compared to the base forecasts. This can be explained by the low signal-to-noise ratio at the smart meter level. By contrast, for the aggregate series, the BASE method has the advantage of using the observations for the aggregates, which are smoother. The lack of forecast accuracy for a bottom-up approach has also been observed in many other applications (Hyndman et al. 2011). Although BASE dominates the NoMinT methods, i.e. IndepBU-NoMinT and DepBU-NoMinT, BASE has the disadvantage of not producing coherent forecasts, while the bottom-up forecasts are coherent by construction.

In Figure 8, the methods involving MinT perform well. The positive skill scores for these methods shows that they provide better forecasts than BASE at intermediate aggregations. Recall that all MinT methods are bottom-up procedures, but with an additional forecast combination step. The improvement in forecast accuracy, in comparison with the NoMinT methods, shows the effectiveness of including forecast combination in a bottom-up procedure. The relative performance of MinTDiag and MinTShrink in Figure 8 depends on the time of day, and the level of aggregation. Recall that, in contrast to MinTShrink, MinTDiag ignores the correlation between the forecast errors at different nodes in the hierarchy. The relative performance of these two methods will depend on the correlation structure of the base forecast errors, and this will vary across the times of the day and levels of aggregation. To summarize this section with regard to our proposed method, DepBU-MinTShrink, the results are encouraging, as it is one of the MinTShrink methods.
6.4 Hierarchical probabilistic forecasting

Figures 7 and 8 showed that IndepBU-NoMinT and DepBU-NoMinT produced poor forecasts of the mean for the aggregates. This was also the case with the density forecasts from these methods, which is not surprising, as the accuracy of any density forecast is typically heavily dependent on the accuracy of the forecast of the location of the density. In view of this, for brevity, in this section, we focus on the other methods in our discussion of the probabilistic forecasting results.

Figures 9 and 10 report the CRPS and weighted CRPS skill scores for DepBU-MinTShrink, IndepBU-MinTShrink, LogN-MinTDiag and LogN-MinTShrink. In Figure 9, LogN-MinTDiag is noticeably poorer than LogN-MinTShrink, especially for large aggregations. This contrasts with the results in Figures 7 and 8 for forecasts of the mean. This is not surprising, as the error correlations directly affect the variance, and hence the predictive distributions, but have only a second-order effect on the mean. The weighted CRPS results of Figure 10 show an even larger difference between LogN-MinTDiag and LogN-MinTShrink, indicating that capturing the correlation has a particularly strong impact on distributional tail accuracy.

It is interesting to see that IndepBU-MinTShrink, which involves an independence assumption, sometimes has better skill scores than LogN-MinTShrink which models the full covariance matrix. While LogN-MinTShrink uses a log-normality assumption for the bottom level nodes, IndepBU-MinTShrink seemingly has the advantage of using a nonparametric approach for these nodes.

Our proposed method, DepBU-MinTShrink, has better skill scores than IndepBU-MinTShrink and LogN-MinTShrink during day hours, and similar or slightly better skill scores during night
Figure 10: Weighted CRPS skill scores at different periods of the day for aggregates of different numbers of meters.

hours. The negative skill scores for all methods at the bottom level suggests that the mean forecast combination does not improve the CRPS with respect to the base forecasts at that level.

Finally, the positive skill scores for DepBU-MinTShrink indicate that it provides better forecasts than BASE at almost all aggregations and times of the day. The fact that this is achieved, while the method is a bottom-up procedure, suggests that our algorithm is effective in providing both coherent and accurate probabilistic forecasts. We acknowledge that the DepBU-MinTShrink skill scores are negative for the bottom-level series. However, these negative values are quite small, and reflect the difficulty in computing the MinT combination weights for the bottom-level series.

7 Empirical Study of Simulated Data

In this section, we describe a simulation study that we used to analyze how well each hierarchical forecasting method captures the true distribution under different data conditions. Our simulation design was based on the study in Section 3.2 of Wickramasuriya et al. (2018), who focused on point forecasting. We adjusted and extendeded that study to probabilistic forecasting.

Our hierarchy consisted of three levels with 126 series in total. More specifically, 100 series at the bottom level were aggregated in groups of four for the next level, resulting in 25 series. These 25 series were then aggregated to obtain the top level series.

Each series in each group of four was generated from an ARMA\((p,q)\) process with \(p\) and \(q\) set equal to 0, 1 and 2, with equal probability. The parameters were chosen randomly from a uniform distribution over a space well within the stationary and invertible parameter space (see Table 1 in
For the random error terms, we considered a Gaussian distribution and a Student’s t distribution with six degrees of freedom. To induce dependencies between the series, we used a four-dimensional Gaussian copula with a covariance matrix that allowed a strongly positive error dependency among the series within each group of four bottom level series, but only moderately positive dependency between bottom level series from different groups.

The bottom level series were first generated, and then summed to obtain the series for the levels above. We considered both a short and long time series, namely $T = 500$ and $T = 10,000$. We focused on one-step-ahead prediction for period $T+1$. For the purpose of evaluating distributional forecasts, we obtained a sample of 1000 simulated values from the true distribution, for period $T+1$, at each node of the hierarchy. To achieve this, we proceeded by simulating a value from each bottom level series for period $T+1$, and then summing appropriately to obtain the value for each series in the levels above. Doing this 1000 times delivered the sample of simulated values from the true distribution in period $T+1$ at each node.

For each series in the hierarchy, the base forecasts were generated using an ARMA model fitted using the automated algorithm of Hyndman & Khandakar (2008), which is implemented in the forecast package for R (Hyndman 2017). The one-step ahead predictive distributions were generated by bootstrapping the residuals. We found that inaccuracy in the base forecasts at the bottom level limited insight regarding the hierarchical probabilistic forecasting methods. In view of this, for the base forecasts at the bottom level, we used the true lag order and parameters from the ARMA data generating processes. We could not repeat this for the series in the higher levels, as the parameters of the true data generating processes for these levels is unknown.

To produce probabilistic forecasts for the full hierarchy, we implemented the seven methods listed in Section 6.2. For the two methods that included a log normal distribution in Section 6.2, we instead used a Gaussian distribution in our simulation study. We refer to these two methods as Norm-MinTDiag and Norm-MinTShrink.

For each series, given a sample from the predictive distribution and a sample from the true distribution, we performed a two-sample Kolmogorov–Smirnov (KS) test, for which the null hypothesis is that the two samples are drawn from the same distribution. We repeated this for each of 1000 simulated hierarchies. Each panel in Figures 11a, 11b, 12a and 12b gives boxplots of the resulting p-values. Under the null hypothesis, the p-values are uniformly distributed. Uniformity
is, therefore, the ideal result. (Q-Q plots for the p-values are available as supplementary material.)

Figures 11a and 11b show the results corresponding to the use of Gaussian errors in the data generating process, with $T = 500$ and $T = 10,000$, respectively. Figure 12a and 12b give the corresponding results for the Student’s t distributed errors. Each of these four figures contains three panels. The first panel is for the top-level series, the second panel is for one series in the second level, and the third panel is for one series in the bottom level.

By comparing the third panels of Figures 11a and 11b, i.e. the bottom level of the hierarchy, we can see that all methods capture the true distribution better when the time series length is increased from $T = 500$ to $T = 10,000$. Note that the bottom level forecasts from IndepBU-NoMinT and DepBU-NoMinT are equal to the base forecasts. The first and second panels show that for the upper levels of the hierarchy, regardless of the time series length, performance was poor for the three methods that do not model the dependences between the series in the bottom level, i.e. Norm-MinTShrink, IndepBU-NoMinT and IndepBU-MinTShrink. In Figure 11b, the impressive performance of Norm-MinTShrink can be explained by the method’s distributional assumption being the same as the error of the data generating process. The DepBU-NoMinT method and our proposed DepBU-MinTShrink method involve no distributional assumption, as they are nonparametric, and so it is encouraging that they also performed well.

Figures 12a and 12b show that the results for the Student’s distributed errors were broadly similar to the results for the Gaussian errors, with DepBU-NoMinT and DepBU-MinTShrink again performing well. However, it is interesting to note that Figures 12a and 12b show that Norm-MinTShrink performed much better for the upper levels than the bottom level. This is due to the fact that the errors become more normally distributed with more aggregation.

8 Conclusion

Modern electricity networks provide remarkably rich sources of data at a highly disaggregated level. As with many “big data” problems, the richness of the data set presents some new and interesting statistical challenges. We have focused on one such challenge, namely the problem of computing coherent probabilistic forecasts for a hierarchy of electricity consumption time series.

While previous considerations of hierarchical forecasting have focused on ensuring that the
mean forecasts are coherent, we have tackled the more challenging problem of obtaining probabilistically coherent forecast distributions. In fact, we have exploited recent results to ensure the means of our probability distributions are not only coherent but efficiently use all available information. In principle, coherent forecast distributions require the estimation of the entire joint distribution of all the bottom-level time series. To circumvent this problem, we exploit the hierarchical structure of the data, allowing us to reduce the problem to smaller sub-problems, each of which is computationally tractable. Another feature of our approach is that we make no assumptions about the underlying distributions, using conditional KDE for the smart meter time series, and using fast time series models that handle the multiple seasonal patterns observed in the aggregated data. For our smart meter data, overall, the best performing method involves mean forecast com-

![Figure 11: Normally distributed errors. Boxplot of p-values associated with a K-S test for different hierarchical forecasting methods.](image)
parametric approaches have featured heavily with KDE for the base forecasting of the bottom level developing an approach based on Bayesian hierarchical modeling, which would have the appeal of such as sales product hierarchies, or tourist numbers in geographical hierarchies. In addition to

Figure 12: Student’s t distributed errors. Boxplot of p-values associated with a K-S test for different hierarchical forecasting methods.

combination using a shrinkage estimator for the covariance matrix of the one-step forecast errors, and our copula-based approach for computing the predictive distributions of all nodes in the hierarchy.

Although we have focused on electricity demand, our work is applicable to other contexts, such as sales product hierarchies, or tourist numbers in geographical hierarchies. In addition to considering such applications, we are interested in adapting our approach for count data, and developing an approach based on Bayesian hierarchical modeling, which would have the appeal of the Bayesian framework, although the need for parametric assumptions is likely. In this paper, non-parametric approaches have featured heavily with KDE for the base forecasting of the bottom level series, an empirical distribution used with the exponential smoothing forecasts, and an empirical copula employed within our algorithm. These methods are reasonable for situations, such as ours,
where quite long time series are available. However, for short series, these approaches are likely to be improved with the use of parametric methods, and this would be an interesting area of future research. In terms of a parametric method for base forecasting, it would be interesting to consider dynamic factor models or sparse vector autoregressive models (see Bessa et al. (2015); Dowell & Pinson (2016)), although dimensionality is likely to be a challenge. It would also be interesting to consider applications with significant missing observations. Missing observations can be particularly challenging for hierarchical forecasting when the series have missing values in different periods, leading to an accumulation of missing values in the aggregate series. A further area of interest is the use of our approach within a procedure for optimizing the hierarchy architecture (see Misiti et al. (2010)).
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